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Summary. We derive analytic expressions for the upper and lower bounds to 
the rate constant of  a unimolecular reaction, which is treated as a competi- 
tion between decay of  reactive states and an arbitrary number of  collisional 
relaxation processes all with different rate constants. The unimolecular rate is 
identified with the eigenvalue of  smallest numerical magnitude. An analytic 
approximation to the corresponding eigenvector is also derived. Behaviour of  
the low-pressure rate constant is investigated and an analytic expression, in 
terms of  the populations and the rates connecting them, is derived for the 
collision efficiency parameter  tic. It  is shown that there is a direct relationship 
between the limiting low-pressure rate and the reactive fraction of molecules 
only in the special case where all unreactive molecules are connected by a 
pure exponential collisional relaxation. 

Key words: Unimolecular fall-off - -  Multi-exponential decay - -  Collision 
efficiency 

1. Introduction 

It  is usual to treat the thermal unimolecular reaction problem as one in which 
there is a competition between the decay of reactive states and a single collisional 
relaxation process of  rate co, and to write the rate constant in the steady-state 
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form 

o9 C °~ o(E)k(E) e-E/RT 
kuni = ~ jo oJ + k(E) dE  (1) 

where Q(T) is the partition function of the molecule at the temperature T, Q(E) 
is the density of states at energy E, and k(E) is the specific rate constant for 
reaction at that energy. Because our approach is a matrix one [1], we prefer to 
rewrite Eq. (1) in its equivalent discrete form 

kun i = / 2  __ ~//-Y+--a, (2) 

where fir is the equilibrium population in grain r, dr is the decay rate constant for 
that grain, and # = co. Equation (2) is often used in practical calculations rather 
than (1). 

This steady-state approach suffers from a number of serious deficiencies and 
inconsistencies, including the following: 

1. Because no account is taken of the structure of the coUisional relaxation 
process, all states below the reaction threshold are in a thermal equilibrium with 
each other, which corresponds to the reaction temperature. 

2. No account is taken of the cascading quality of the relaxation above the 
reaction threshold, which is so often demonstrated by chemical activation 
studies. 

3. In a shock-wave heating experiment, the incubation time for reaction at the 
high-pressure limit is identified with the inverse of the deactivation rate (i.e. 1/o~), 
whereas it should correlate with the vibrational relaxation time, which is 
sometimes several orders of magnitude longer; also, at the low-pressure limit, a 
nonsensical result is obtained. 

These problems, and others associated with competing pairs of reactions, are 
discussed at length elsewhere [2]. The results given below will permit a resolution 
of all of these difficulties. 

Some years ago, we proposed a form of relaxation matrix M which was a 
superposition of strong-collision matrices [3], such that the whole system was 
connected by an exponential relaxation of rate #o. Above a certain threshold, all 
states were coupled with a rate (#o + #1); above the next threshold, with a rate 
(P0 + #1 + #2); and so on. The form of this matrix is depicted in more detail in 
Fig. 1 of [3], and also in the numerical example given later in this paper; it 
corresponds to the pattern generally believed to be appropriate for small 
molecules: that the relaxation rate increases monotonically with increasing 
energy of excitation. It was shown in the earlier paper that the eigenvalues of the 
rank n matrix M were given by 2j = ~J,:= o #i, and solutions were found for the 
(upper and lower bounds of the) eigenvalue of the reaction matrix (M + D), 
where D is a diagonal matrix of the dr, for j--- 1. We now derive a solution for 
any value of j, and illustrate its use with a numerical example; also, in the 
Appendix, we derive an expression for the low-pressure limiting rate, which leads 
to a compact formula for the collision efficiency parameter tic. 
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To be precise, let Jo be the identity matrix, which will be denoted by 1 also; 
and let ~,  j = 1, 2 . . . .  , N, be the identity projections on the proper subspaces of 
the original n-vector space. The range of Jj contains, properly, that of Jj+,  for 
each j, implying that JjJk = J~Jj = Jk for k >~j. The matrix M is then defined by 

N 

M = ~ # j ( J j - p j )  (3) 
j=o 

where p j = ~ S o ( J S o ,  )/(So, JjSo). Here, ( , ) denotes the usual scalar 
product and So is the n-vector with elements g]/2, where ti,. :# 0 is the equilibrium 
population of state i. The/2-norm will be denoted by 1] [1. The rate constant is 
the smallest eigenvalue of the matrix (M + D), where D is the diagonal matrix of 
decay rates such that ( J 0 -  JI)D has at least one entry equal to zero. 

2. Preliminaries 

In this section, we collect some results that will be used to obtain approximations 
to the rate constant, its limiting value, and a corresponding eigenvector. 

Lemma 1. Let 70 < P be the lowest eigenvalue of  a real symmetric matrix 
[/~(1 - Po) + C] with C >/0, # >0 .  Then 

~o -- ~(7o) = ~(~ - 7o + c ) - ' S o  

is the corresponding eigenvector normalised so that (So, ~o) = 1. 

Proof [4], Sect. 2. 

Let the functions q~(x), ~(x), and Z(x) for x in the open interval ( - ~ ,  p) be 
defined as follows: 

O(x) = p(So, ~ - x + C] - 'So)  (4) 

6 ( x )  = ~(So,  [~ - x + c ] - ' C S o )  

= ~ - (~ - x)q~(x), (5) 

~ (x )  
Z(x) = ~b(x) " (6) 

Lemma 2. With symbols as in Lemma 1, 7o is the unique solution of  q~(x) = 1, 
~(x) = x and Z(x) = x. 

Proof [4], Lemma 1. 

The fixed-point characterisation of 7o stated in Lemma 2, together with some 
properties of the functions q~(x) and X(x) enable one to produce converging lower 
and upper bounds to 70. These bounds may be produced by an iterative method 
or by Newton's method. We state the relevant result as 

Lemma 3. Let Xo<<.7o and Xm+,=~(Xm), m = O ,  1, 2 . . . .  ; then xmTTo and 
z(xm) ~ s0. 
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Proof For the first part, see [4], Theorem l(i). The second part is a consequence 
of  the property of  Z(x) stated in Corollary 1 of  the same reference. 

Lemma 4. Let x,, ' 70; then [Iql(x,,,) -~O o [I , O. 
m ~ o o  m--+ oo 

Proof Since (kt - 7o + C) - 1 is bounded and X m "-¢ 70 as m ~ ~ ,  (# -- Xm + C) - 1 
is uniformly bounded for m greater than some too. Hence 

II(  - + c ) - '  - - 7o + c ) - '  I1 

<<.lx,.-7olll( -xm+C)-'ll II( - 7 o +  c ) - l [ I  , o. 
m ~ o o  

Consequently 

[ l ~ ( X m )  - -  ~ 0  11 = Ill( ~f - -  Xm "q- C )  - 1  _ (]j _ ~o "Jr- C )  - 1 ] S  011 

< [l( I'L - -  Xm 2¢_ C )  - 1  _ ( #  _ 7o ~- C )  - I l l  [[So II )~ o .  
m---+ oo 

The results of Lemma 3 and Lemma 4 reduce the problem of approximating 
70 and fro to that of computing ~(x). It will be shown later that qJ(x) may be 
computed by using the following recursive scheme developed recently to invert a 
perturbed matrix [5]. 

Define a sequence of matrices Ak for k = 0, 1, 2 . . . . .  N by 

k 

Ak= Ao + ~ Zj(Z~, ) (7) 
j = l  

where {~j }, {Z~ } are sets of linearly independent n-vectors. We state the main 
result as 

Lemma 5. Let A k and Ak + 1 be invertible for some k. Then A ~+ 1 is given by 

A~1+1=A~l A~IZk+I(Z'k+ 1 'A;1 ) 
1 + (Zk+l,AklZk+l)  

Proof See [5], Sect. 2. 

3. Approximations to ?o and ~o 

In the following, we use the results of Sect. 2 to obtain approximations to the 
lowest eigenvalue of the matrix (M + D) which will be denoted by 70, and a 
corresponding eigenvector denoted by ~o. It was shown earlier [3] that 70 ~< ~t0- 
A stronger result is shown to hold in Lemma 8 below. The matrix (M + D) may 
be written as 

(M + D) = #o(1 - Po) + 

where C = ~ : =  1/~j(Jj - Pj) + D 1> 0. Thus the conditions of  Lemma 1 are 
satisfied by setting ~t = #o and C = C. 
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In order to use the above results we need ~(x) which, in this case, is given by 

~,(x) = 12o m - x + D + 12j(~. - p j )  & 
j = l  

= 120BN 1So (8) 

where 

and 

with 

k 

B k = B o -  ~ fijej(¢j, ), k = l ,  2 . . . .  ,N ;  
j = l  

]AN --j + 1 cj=JN_j+,So a n d  2 

Thus 0(x) may be computed by the scheme given in Lemma 5 if B k is 
invertible for k = 0, 1 . . . . .  N; this we establish in Lemma 6. 

Lemma 6. With B k defined as above, B ~  1 exists as a positive matrix fo r  each k, 
and x in ( - co, 12o). 

Proof. It  follows from definitions that 

Bu = (12o - x + (~) > 0 for x < 12o, 

and Bk/> Bk + 1, k = 0, 1 . . . . .  (N - 1), and for each x. Hence B k > 0 for each 
x < #o and k = 0 to N. This implies the result. 

The result of  Lemma 5 may now be used to obtain B;-+I~ in terms of  B;-l.  
This enables one to compute B ;  ~ for k = l, 2 , . . . ,  provided that B o  I is known. 
Bo  1 is given by the following lemma. 

Lemma 7. With B o as above, 

N N 
B~-'= Z (Dj--x+~'J)-I/S = E a°/s 

j = 0  j = o  

where b = S s + , - S j ,  ] = 0 ,  1 . . . .  , ( N - l ) ,  and I~=J~;  "~j=~=o12k and 
Dj = D/S = / sO.  

Proof. See [3], Sect. 3. 

In Theorem 1 we obtain B [ t e k  instead of  B ~ l e g + l =  ~(X)/120, which, in 
addition to yielding ~(x), will form the basis of  several other results. 
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Theorem 1. With symbols  as above 
N 

Bf'epk ~ = a j I j so ,  l = O, 1 . . . . .  N ,  
j = N - - k + l  

t being the diagonal matr ices  defined by with a j 

l 0 ¢7j = ¢7j , 

t _  ~rj 

¢rj 1 - Fzttll' 

where 

k = l + l , . . , , ( N - I - l ) ;  

j = ( N - k  + 1 ) , . . . ,  ( N - l ) ;  

j = ( N - l +  1) . . . .  ,N ;  

N o w ,  

I (q~t+ , ,  B~-'~bk) 1 _ / + ,  l l + f i t + ,  . . . . . . . .  , 
oj = a j  1 - #t + I qt + 1 A 

j = ( N -  I ) , . . . , N .  

(~) t+  t ,  Bt- 'dPk) = (~gk, Bt- 'dPt+ ,)  

N 
: E ( J N -  k +1 S o ,  o' j / ' / jSo) 

j = N - - I  
N 

= Z (So,~So) 
j = N - - I  

~ i l l+  l 

and 

N 

,7, = (4~,, B~14~,)  = Y~ (So, ~ qmSo), 
re=N- - l+ ,  

and {a ° } is as defined in L e m m a  7. 

Proof.  It fo l lows  from L e m m a  7 that 
N 

B o ' ~ k  = E ( D j - - X ' q - ~ j ) - I l j J N _ k + , S  o 
j = o  

N 
= ~ 0 ~j~SO, k = l , 2  . . . . .  ( N + 0 -  

j ~ N - - k + ,  

Thus the result is true for l = 0. Assume  it to hold for some  l. F r o m  L e m m a  5 
and L e m m a  6, we have 

(4 l+  1, B l l ~ ) k )  

N 
N ( ~ l + l ' g l l ~ k )  E ¢TIlJ'So 

~-j=N--k+IE 0" / / jSoAv]~ /+ I  1 - - f i / + , t / / + l  j = N - '  

N 
= ~ _t+ ,r ~ k = l + 2, ( N  + 1). Uj l jJO, . . . , 

j = N - - k + l  

Here we have used the induct ion assumpt ion  and have set 
/ + ,  l 0 % = aj = aj ,  j = ( N - k  + 1 ) , . . . ,  ( N -  l -  1); 
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since the sets of diagonal matrices {Jj}, {/j} and {a~} all commute. In addition 
since k ~> l + 1, j >~ N - l, one has that JN- ~ + 1/j =/j"  Consequently 

I 
0"j j = (N -- l) . . . . .  N. O.~+ I _ 

1 - - / i t +  l t / l+ 1' 
The result now follows by induction. 

In view of the result of Theorem 1, ~b(x), q~(x) and ~(x) are given by 
N 

~,(x) = ~o Z ~7I, So, 
j = 0  

N 

~(x) = I% • (So, a~IjSo), (9) 
j = 0  

N 

6(x) = ~o Z (DSo, ~7I+So). 
j = 0  

Furthermore, the a N are generated recursively starting with a °, yielding 
0 0 

O'j - -  O'j J = 0, 1 . . . . .  N; (10) ~ -  j Cj' 

k = l  

where tTj=(1-f i j t / j ) .  We have adopted the convention that, for j = 0 ,  the 
product in the denominator is equal to one. Substitution for a/v in (9) yields the 
following representations for ~k(x), ~b(x) and q~(x). 

Proposition I. With symbols as above 

( i )  • (x )  = ~ o j =  ° ~j 

(ii) ¢(x) =/*o 
(So,  0"0/j  So )  

j = O  Cj ' 

(iii) 6(x) =/Zo 
(OjSo, ¢7°So) 

j = 0  ~j 

The set {tb} is needed to compute {~j}, j = 1 . . . . .  N. In Theorem 2 we 
obtain a recursive procedure to evaluate {t/j}. This also provides a more 
convenient scheme to compute ~b(x), q~(x) and Z(x). 

Theorem 2. Let t/t be as above, with t/o = O. Then 

t/t, 
~h+,=CIu_,So, a ° _ t S o ) + _  l = 0 ,  1 , . . . , N ;  

t/t 

yielding 

O(x)  = PO~N+ 1, 

6 ( x )  = l*o - m 0 , o  - x ) t / u + , ,  

1 
z ( x )  = - 0 , o  - x ) .  

t / N +  1 
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Proof. From Theorem 1, we have 
N 

tiN+, = (~at+ 1, BFIdP,+ ,) = 
j = N - - I  

N 

= Y (So, I So) 
j = N - - I  

N 

= (IN_ ,So, try_ tSo) + 
j = N - - I + I  

1 N 
= ( I N _  tSo, a°u- ,So)  + = 

~ l j = N - - l q - I  

tit 
= (IN _ tSo, a ° -  tSo) + -: 

~b 

( & - , S 0 ,  ~ J / j S 0 )  

( / j S o ,  ~ J S o )  

( / j S o ,  ' - '  ~j So) 

= (Dev_,So, a°_~So) + 
P, | - - - -  

yielding q~(x) = #o~u + 1. 

]2  0 - -  X 

l = 0 ,  1 . . . . .  N;  

with 

which yields 

Proof. The first of the equalities follows from manipulations similar to those of 
Theorem 2. For the second, we use the relation 

(t~0 - x ) ( ~ o  - x + C ' )  ' = 1 - (~o - x + C ' )  - ' C '  

N l 

C ' =  D + ~ # ] J j -  ~ fi]~bi(~b j, ) 
j = l  j = l  

( # ° - - x ) r b + t = (  1 - j = t + l  ~ P N - j + I )  IIJN-t+lS°[12-~l+l" 

The expression for ~(x) is implied by definitions. 
The recursive relations obtained in Lemma 8 and Lemma 9 enable one to 

develop continued fraction expansions for various quantities involving t/t and ~t. 
For convenience, we illustrate this for ~. 

Y. 
¢ , + 1  = (DN_ ,So, a ° _  ,So) + z3 

rh 

The result is thus transparent for I ~> 1; for 1 = 0, the second term is absent and 
the result holds by virtue of the choice r/0 = 0. The expressions for tp(x), q~(x) and 
Z(x) follow from their definitions. 

While q~(x) may be evaluated from r/s + 1 as given in Theorem 2, it may also 
be computed by alternative recursive procedures, as follows: 

Theorem 3. Let ~1+1 = (DCt+ 1, Bl-lq~l+ 1) with Go = O. Then 
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By rearranging the equality of Theorem 2, we have 

i l l +  l 
, • o . ~++l=oet+, ~+ l 1, 2, N; 

where 

and 

It follows that 

3 l + 1  = ~ll + l /~l l  

o~,+ , = 1 + fl,+ , - -  fi ,+ , ( I N _ , S o ,  a ° _ , S o ) .  

~ l +  , ~ -  ~ l +  , - -  

O~ l - -  

0 { l - -  , - -  

71 

(11) 

and 

/h 

~ ,  = I ~ N  ( 1 N S o ,  (DN - -x  + 2N)-~So). 
17NSoll 2 

Theorem 2, Theorem 3, and Proposition 1 in conjunction with Lemma 1 and 
Lemma 3 enable one to approximate 70 and if0 with an arbitrary degree of 
accuracy; in most cases of interest, q~(0) and Z(0) are close enough to be 
satisfactory. Whilst a rough estimate of fro is provided by ~(0), approximations 
with comparative accuracy are given by ~(@0)) and ~(g(0)); 
1[¢(~(0))- ~(z(O))I[ also provides a measure of accuracy. 

4. Numerical implementation 

Consider the energy-level spectrum of the molecule to be divided into groups of 
equilibrium population fig normalised so that ~ / / ~  = 1. This division is such that 
all states within group j are coupled with a relaxation rate 2j, and the groups are 
ordered in such a way that 2j ÷, > 2j since all of the #j > 0. Within each group of 
states j ,  there are subgroups with equilibrium population t~,, having rate con- 
stants for decay to product dm, where dm can have any positive value, including 
zero; the only restriction is that there shall be at least some states of population 
t~ 0 within the domain of 20 and having do = 0. 

In order to be able to write the final expression for the rate constant in a 
compact form, we define the following notation: 
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m 

n j  

0 1 

Ao X1 

Po P t  

A 

0 1 2 3 

~o ~t fi~ ~3 

do ~ 0 d 1 d 2 d 3 

no = 1 n t ~ 4 

2 

X2 

P2 

4 5 

fi4 fis 

d4 ds 

n2.---5 

3 

A3 

P3 

6 7 

~o fi7 

do d7 

n 3 = 7  

8 

hs 

ds 

n4 ---- 10 

4 5 

A4 As 

P4 P5 

9 10 11 12 

fi9 ~1o fill %2 

d9 dlo d l t  d12 

ns  = 12 

. . °  

(a) 2j is the relaxation rate for group j ;  
(b) #j is the incremental relaxation rate for group j ;  

(c) /~ is the equilibrium population in group j ;  
(d) nm is the population in subgroup m; 
(e) d,, is the decay rate for all molecules in subgroup m. 

Most of this notation is self-explanatory. The index nj is used to select the 
appropriate subgroup properties from the total list; we also define n_ 1 = - 1 .  

Notice that by introducing the population ti,, as distinct from the/~ or the/~, of  
Eq. (2), we retain the freedom for a domain within one relaxational environment 
to be subdivided into components with different characteristics (e.g. reactive or 
unreactive or decaying to separate products, and so on). 

We now make a Comparison of  the results of the various methods described 
above for evaluating the unimolecular rate as a function of pressure for a 
particular model reaction, that of  the thermal dissociation of N20  at 2000°K 
which was described more fully elsewhere [6]. The energy-level spectrum was 
divided up into groups of width 1 k c a l - m o l - I  ( ~ 3 5 0 c m - 1 ) ,  for 
0~<E~<95kca l - too l  -1, and the reaction threshold was taken to be at 
59 kcal • mo1-1. Below the threshold, all grains were taken to be unreactive, i.e. 
dm = 0, but above threshold, each grain was divided into two components with 
the bulk of  the population being unreactive and a small fraction having a 
non-zero value of dm--the non-randomisation case for that model. Thus, in the 
above defining table, subgroups rn = 0 to 58 were unreactive, and subgroups 59 
to 130 (now two per 1 kcal • mol-1 group) were alternately reactive and unreac- 
tive, with the appropriate values of the population ~,, and decay rate dm 
calculated as described before. This was then overlaid with an arbitrarily chosen 
relaxation pattern 2j: divisions were made initially every 10 kcal • mol-1,  with the 
lowest group having 20 = 2.5 x 10 3 Torr-1  S - 1 ,  which is the experimental vibra- 
tional relaxation rate for this temperature, and the topmost group below 
threshold having 2j = 3 x 10 6 Tort  -1 s -1, which is the apparent deactivation 
rate. After a slight iteration to cause the limiting low-pressure rate constant to 
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Table 1. Distribution of populations, reaction 
model calculation of the thermal dissociation of 

rates and relaxation patterns for a 
N20 at 2000°K 

73 

j Energy band Aj m ~,. d m 
kcal • mol-  1 Torr-  1 s -  1 s -  1 

0 0-10 2.5 x 103 0 0.343 0 
1 10-20 3.0 x 103 1 0.428 0 
2 20-48 4.0 x 103 2 0.226 0 
3 48-56 4.5 x 105 3 2.00 x 10 -3 0 
4 56-59 3.0 × 106 4 2.53 x 10 -4 0 

5 59-70 3.5 × 106 5 2.88 × 10 -4 0 
5 6 3.25 × 10 -7 2.60 x 101° 
6 70-75 4.0 × 106 7 2.36 x 10 -s  0 
6 8 3.25 × 10 -7 5.63 x 10 l° 
7 75-80 5.0 x 106 9 8.53 x 10 -6 0 
7 10 3.00 × 10 -7 7.27 x 101° 
8 80-85 6.0 × 106 11 2.99 X 10 - 6  0 
8 12 2.21 × 10 -7 8.05 X 101° 
9 85--90 7.0 × 106 13 1.01 × 10 -6 0 
9 14 1.43 × 10 -7 8.33 X 101° 
9 90--95 15 3.27 × 10 -7 0 
9 16 8.24 X I0 -8 8.36 X 101° 

Total fraction of molecules above Eerit (59.0 kcal. mol- l)  = 3.262 × 10-4; 
k0=4.0Torr  - l  s - l ;  k~ =8.5 x 104s -1. Notice that the original 131 values of m 
(corresponding to a 1 kcal. mol - [  grain width) have been collapsed into only 17: 
where, for a given j, there are several sub-grains all having d,, = 0, this contraction has 
no effect on the rate; where the dm# 0, the lumping together of sub-grains for a given 
j into larger ones has a marginal effect on the fallen-off rate in this case, because the 
d m vary only weakly with E 

ag ree  w i t h  the  o b s e r v e d  va lue  o f  4.0 T o r r -  ~ s -  ~, the  2j r e l axa t i on  p a t t e r n  was  as 

s h o w n  in T a b l e  1. T h i s  is n o t  a u n i q u e  pa t t e rn ,  b u t  i t  d o e s  r equ i r e  a re la t ive ly  

fast  r e l a x a t i o n  to  e x t e n d  a c o n s i d e r a b l y  ( 1 0 k c a l . m o l  - I )  b e l o w  r eac t i on  

t h r e s h o l d  i f  the  l ow-p re s su re  ra te  c o n s t a n t  is to  be  r ecovered .  

W i t h  this a s s u m e d  m o d e l ,  we a re  n o w  in a p o s i t i o n  to  m a k e  a fa i r  c o m p a r i -  

son  b e t w e e n  the  va r i ous  m e t h o d s  we h a v e  de r ived  fo r  the  ca l cu l a t i on  o f  the  ra te  

cons t an t .  W e  h a v e  ava i lab le ,  o f  course ,  the  d i rec t  n u m e r i c a l  c a l c u l a t i o n  o f  the  

e igenva lue  a n d  e i g e n v e c t o r  by s t a n d a r d  p r o c e d u r e s  ( H o u s e h o l d e r ,  b i sec t ion  a n d  

Q R )  [7]. W e  h a v e  f r o m  T h e o r e m  2 the  q u a n t i t y  ~b(x) f r o m  which  the  u p p e r  

b o u n d  Z(x) a n d  l ower  b o u n d  ~ (x )  can  be d e d u c e d  and ,  as is well  k n o w n ,  u n d e r  

m o s t  c i r c u m s t a n c e s  the  z e r o t h  a p p r o x i m a t i o n  is all  t ha t  is needed  to ach ieve  

accep t ab l e  accuracy .  T h e  r e l a t i onsh ip  b e t w e e n  these  quan t i t i e s  is [3] 

~ (0 )  =/~o[1 - tk(0)] ~< 7o ~</~o[1 - ~b(0)]/q~(0) = Z(0). (12) 

Thus ,  the  c a l c u l a t i o n  o f  t/N+ ~, as  de f ined  in T h e o r e m  2, is all  t ha t  is needed  to 

i m p l e m e n t  Eq .  (12)  comple t e ly .  A l t e rna t i ve ly ,  t /N+l  m a y  be  ca l cu la t ed  by  the  

c o n t i n u e d  f r ac t i on  m e t h o d  v ia  rTN+ 1, Eq .  (11);  these  two  m e t h o d s  yield v i r tua l ly  

iden t ica l  results ,  a n d  the  cho ice  b e t w e e n  t h e m  is open .  U n f o r t u n a t e l y ,  w i th  the  
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kinds of  numbers often encountered in unimolecular rate calculations (popula- 
tions in the 10 -6 -10  -1° range, and d,, in the 1 0 7 - 1 0 1 °  S -1  range), Eq. (12) is 
subject to some cancellation problems in obtaining q~(0) and Z(0) from tk(0) at 
or near the high-pressure limit--particularly so for q~(0), the lower bound. Thus, 
we present an alternative analytic formula for the lower bound ~(0) in which the 
subtraction implicit in (12) is done analytically rather than numerically by using 
Proposition l(iii), viz. 

nj ~mdm 
N 

~ ( 0 )  = ~ 0  E j m=nj-l+12J'~-dm ( 1 3 )  

j = o  r I  (1--~N--k+lllN--k+l) 
k = 1  

where 

with 

J #N--j+ 1 
2J= E #i, ~j-- ~)j=JN-j+lSo, 

, - o  I1 ,: II 2 ' 

r/t = (IN_,+ 1So, y ° _ t +  iSo) + 
1 --/7 z_ 1 ~l - -  1 '  

0 
~o= 

m=nj_l+12j_~dm~ and k=,I-I = 1" 

This formula is attractive in the sense that it is much less subject to cancellation 
problems (ordinary Fortran Real*8 precision is ample in most cases); it is, of  
course, the lower bound, and the corresponding upper bound is easily found 

Table 2. Comparison of lower and upper bounds with numeric eigenvalues for the thermal dissocia- 
tion of N20  at 2000°K, using the model described in Table 1; incubation times are also shown, they 
are to be compared with  a vibrational relaxation time of zre I = 4.0 x 10 - 4  T o r r -  t s -  ~, viz. 4.0 × 10 - 2  

s a t  10 - 2  T o r r ,  4.0 × 10 -~4 s a t  10 ~° Torr 

Pressure Lower bound Numeric Upper bound Zin c 
q~(0) eigenvalue X(0) 

Torr s -  l s -  1 s -  1 s 

10 - 2  3 .99596232 × 10 - 2  4 .00079628 × 10 - 2  4 . 0 0 2 3 5 9 6 4 x  10 - 2  

l0  - l  3 .99594443 x l0  -1  4 .00077835 X l 0  - 1  4 .00234169  x 10 - l  

10 ° 3 .99576554 × l0  ° 4 .00059909  × l0  ° 4 .00216222  × 10 ° 
101 3 .99397759 x 101 3 .99880752 x 101 4 .00036854  x 10 l 

102 3 .97619757 × 102 3 .98099146 x 102 3 .98253170 X 10 2 

10 ~ 3 .80770055 × 103 3 .81215647 × 103 3 .81350883 × 103 

104 2 .69616147 × 104 2 .69859283 x 104 2 .69907233 × 104 

105 6 .99240110 × 104 6 .99427397 x 104 6 . 9 9 4 3 5 7 4 0 ×  104 

106 8.33311541 × 104 8 .33339177 x 104 8 .33339319 × 104 

107 8 .49631429 × 104 8 .49634315 × 104 8 .49634317 x 104 

108 8 .51298969 × 104 8 .51299259 x 104 8 .51299259 × 104 

109 8 .51466087 x 104 8 .51466116 x 104 8 .51466116 x 104 

10 I° 8 .51482802 × 104 8 .51482805 × 104 8 .51482805 × 104 

3.021 × 10 - 2  

3.021 x 10 - 3  

3.021 × 10 - 4  

3.021 × 10 - 5  

3.026 × 10 - 6  

3.067 × 10 - 7  

3.339 × 10 - 8  

3.828 x 10 - 9  

3.979 x 10 - l °  
3.997 x 10 - I t  

3 .999 × 10 -12  

3.999 x I0 -13 
3.999 × 10 -14 
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Table  3. Select ion of  a lgo r i thm s t ructures  

u b a r ( 0 )  = z e r o  a 
u b a r ( N m u  + 1) = r m u ( 0 )  
p h i s q ( N m u  + 1) = o n e  
d o  j = N m u , 1 , - 1  

p h i s q ( j )  = p h i s q ( j  + 1) 
d o  k = n ( N m u  - - j  - 1) + 1 , n ( N m u  - -  j )  

p h i s q ( j )  = p h i s q ( j )  - -  t i l d e _ n ( k )  b 
e n d d o  
u b a r ( j )  = r m u ( N m u  - j + 1 ) / p h i s q ( j )  c 

e n d d o  

d o  j = 0 , N m u  
g a m m a 0 ( j )  = z e r o  
t o p ( j )  = z e r o  
d o  k = n ( j  - -  1) + 1 , n ( j )  

s i g m a O ( k )  = t i l d e _ n ( k ) / ( r l a m d a ( j )  + d ( k ) )  
g a m m a 0 ( j )  = g a m m a 0 ( j )  + s i g m a 0 ( k )  
t o p ( j )  = t o p ( j )  + s i g m a 0 ( k ) * d ( k )  d 

e n d d o  
e n d d o  

e t a ( 0 )  = z e r o  
d o  j = l , N m u + l  

e t a ( j )  = g a m m a 0 ( N m u - -  j + 1) + e t a ( j  - -  1 ) / ( o n e - -  u b a r ( j  - -  1 ) * e t a ( j  - -  1) )  
e n d d o  

p r o d ( 0 )  = o n e  
d o  k = 1 , N m u  

p r o d ( k )  = p r o d ( k  - 1 ) * ( o n e  - u b a r ( N m u  --  k + 1 ) * e t a ( N m u  --  k + 1) )  
e n d d o  

d o  j = 0 , N m u  e 
d o  k = n ( j  - -  1)  + 1 , n ( j )  

v e c t o r ( k )  = s i g m a 0 ( k ) * r m u ( 0 ) / ( p r o d ( j ) * S 0 ( k ) )  
e n d d o  

e n d d o  

p h 0 b a r  = z e r o  f 
d o  j = 1 , N m u  

p h 0 b a r  = p h 0 b a r  + t o p ( j ) / p r o d ( j )  
e n d d o  
p h 0 b a r  = p h 0 b a r * r m u ( 0 )  

c h i 0  = ( o n e  --  r m u ( 0 ) * e t a ( N m u  + 1 ) ) / e t a ( N m u  + 1) g 

t i l d e  e t a ( l )  = o n e  - u b a r ( 1 ) * e t a ( 1 )  h 
d o  1 = 1 , N m u  

b e t a ( 1  + 1) = u b a r ( 1  + 1 ) ] u b a r ( 1 )  
a l p h a ( 1  + 1) = o n e  + b e t a ( 1  + 1) - -  u b a r ( 1  + 1 ) * g a m m a 0 ( N m u  --  1) 
t i l d e  e t a ( 1  + 1) = a l p h a ( 1  + 1)  - -  b e t a ( 1  + 1 ) / t i l d e _ e t a ( I )  

e n d d o  
e t a ( N m u  + 1)  = ( o n e  --  t i l d e _ e t a ( N m u  + 1 ) ) / u b a r ( N m u  + 1) 

a ubar(0)  defined bu t  numer ica l  value no t  needed 
b Note:  ph isq  no t  funct ion  of  pressure  
c Note:  uba r  = const  × pressure  
d top(0) is not  used 
e To  ca lcula te  e igenvector  
f T o  ca lcula te  ~(0)  by  Eq. (13) 
g To  calcula te  X(0) by T h e o r e m  3 and  Eq. (12) 
h To ca lcu la te  ~ +  1 by con t inued  fract ion 



76 s.R. Vatsya and H. O. Pritchard 

from Eq. (12). Moreover, it reduces by inspection to Eq. (2) for the traditional 
one-/t case. 

In Table 2, we give three columns of eigenvalues calculated by these methods 
for this model reaction, and it is seen that the results are well-behaved in the 
sense that the inequality (12) always holds. Also, it can be seen that the 
separation between the lower and upper bounds is quite small, even at the lowest 
pressures, and that there is no need to go to the trouble of iterating beyond if(0) 
and X(0). 

A corresponding eigenvector ~O(0) is also available through Proposition l(i), 
from which it is possible to calculate the steady-state distribution and the 
incubation time [8]. It was found that, even for this relatively high-temperature 
reaction, all elements of the numerical vector and ~O(0) usually agreed to five 
significant figures and, of course, this calculation of ~O(0) is orders of magnitude 
faster than that for the numerical procedure. This agreement reflects itself in the 
fact that the incubation times calculated by the two methods differed only by 
about 1% at the low pressures, and converged towards each other, and towards 
Zrel, as p ~ oo; in practice, induction times are very sensitive to errors in the 
vector ~0: thus, only one calculation of ~inc is compared with Trel in Table 2. 

These procedures can be programmed very compactly, and a specimen 
algorithm is shown in Table 3 demonstrating a selection of the methods 
described in this paper. 

5. Behaviour at the low-pressure limit 

The derivations of the results discussed in this section are to be found in the 
Appendix to this paper. Corollary 2 presented there provides the pair of bounds 

/to [I I °  So [I 2 ~< 70 ~</to (1 - e), (14) 

accurate to first order in/to, which are instructive in understanding the relation- 
ship between the vibrational relaxation rate and the low-pressure rate constant; 
here e = rio, the total fractional population that lies within the range of do and 
therefore remains in equilibrium with the heat bath during reaction under fall-off 
conditions. Thus, the low-pressure rate is bounded by the product of the 
vibrational relaxation rate with, on the one side the total reactive population, 
and on the other side, the total non-ground-state population. For our particular 
model calculation at 2000°K, the population difference ( 1 -  no) is 0.66, the 
reactive fraction is about 1.3 × 10 -6, and with #o = 2.5 x 103 Tor r - '  s -1, this 
inequality becomes 3.2 × 10 -3 ~<4.0~< 1.6 × 103, all in units of Tor r - '  s -~. On 
the other hand, if one makes the standard R R K M  assumption that all states 
above the threshold are reactive, the value of III~Soll 2 increases by a factor of 
about 65 to 8.3 × 10 -5, but there is only a 2.5-fold increase in the rate: the 
inequality (14) now reads 0.21 ~<9.93 ~< 1.6 × 103 (Torr -~ s-l).  The point to 
appreciate here is that the low-pressure rate is only weakly dependent on the 
numerical magnitude of [11DSo 112(-E'/ m) - -  except in the special case when the 
total unreactive population is coupled with a single relaxation rate ~.o = #o 
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(Corollary 3). Such a situation is encountered in the usual one-# approximation, 
when the upper and lower bounds in (14) coalesce; however, it can happen 
whenever the range of J1 lies entirely within the range of D. 

The limiting low-pressure rate constant has played an important r61e in 
weak-collision unimolecular reaction rate theory, and it has been used together 
with the result of Corollary 3 to define a "collision efficiency tic" on the 
assumption that 

kuni, 0 ~/2o~ )0 = tic z I11"So II 2 (15) 

where Z is the collision rate and II/~s0112~ ~;~m is the total population above 
reaction threshold. For the general case, much tighter bounds than Eq. (14) are 
available in Theorem 4 although, as noted above and illustrated in Table 2, the 
range between q~(0) and Z(0) is the greatest at the low-pressure limit. Neverthe- 
less, for most purposes q~(0) is an adequate approximation and, either from Eq. 
(13) or Theorem 4(i), we can write the low-pressure limiting rate in the form 

II/~Soll ~ 
4 ( 0 )  = ~o Z j 

j=o 1-I ~°-~+,(o) 
k = l  

where, from Lemma 9(iii), rT°(0) = 1, 8 ° = 0, and 

~O_k+ ,(0) = 1 -~ Pk (So, [Ik D -- IklSo) . ~o 
- - - ~ " ~  Jf- P N-- k ~ [IJkSol[ 

+ (_9(# o 2) (16) 

~ o  + ,  _ ~k IIg~+, So II 2 

Equation (16) is independent of the dm as it should be [9]. Thus, we can write 

~0 N i lCSo[i  2 (17) 

~°--zll/~Soll2j~o lZi ~° k+,(0) 
k = l  

but because of its recursive nature, it is only possible to find simple expressions 
for fie or the limiting low-pressure rate when the structure of the collisional 
relaxation is approximated by only a few values of/~, see, e.g., [10]. However, 
both analytic and numerical evidence indicates that ~o ° is very weakly determined 
by the value of III~Soll ~, as was already known for one solvable weak-collision 
case, the tridiagonal one [11], and for the analogous diatomic dissociation case 
[12]. 

6. Discussion 

Our original aim when we introduced the relaxation matrix M in 1981 was to 
provide a general way of dealing with weak-collision systems [3], in which the 
collisional relaxation could not be described by a single rate Po. In this paper, we 
have provided the apparatus to deal with a generalised N-/~ relaxation-reaction 
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system. Analytic converging bounds on the rate constant have been derived and, 
in fact, the zeroth approximation is usually sufficient, giving a close pair of bounds 
and an acceptable eigenvector. In the way we have illustrated it, we have taken 
a small molecule and assumed (reasonably) that its relaxation rates increase with 
increasing energy; it is therefore obvious that if the index j is allowed to correlate 
with energy, and the transition rates among states at different energies are known, 
these equations provide a complete solution for the rate constant at all pressures. 
The corresponding eigenvector will allow us to compute the non-equilibrium 
steady-state population during the reaction and the incubation time. The restric- 
tions of the existing theory, namely the need to neglect cascading above reaction 
threshold; that all states below threshold must be in equilibrium with each other 
(since we may use as many 2j as we like simply to span the unreactive range); and 
the induction time in a shock-wave experiment must be the same as the collisional 
deactivation rate co are removed. In fact, the incubation time now correlates with 
the vibrational relaxation time, as it should. 

However, Eq. (13) and its equivalents are a general solution to the unimolec- 
ular thermal rate problem in the sense that all relaxation matrices A may be 
reduced by a similarity transformation to the matrix M of Eq. (3). This is easily 
shown, as follows. Let the two matrices A and M have the same set of 
eigenvalues, and write the diagonalised forms as A d and M a. Then there exists a 
transformation matrix Oa (comprising the normalised eigenvectors of  A), such 
that ( 2 ~ I A Y 2 A = A  a with Y2A ~ =f2~.  Similarly, O M I M O M = M d = A  a with 
f2M 1 O~t Hence, [ " 2 M A d ~ ' 2 T  M M T T : . : : ~ M ~ ' ~ A A [ ' ~ A [ - ~ M ,  i.e. there always exists a 
matrix f2AOrM that will transform A to M. Thus, Eq. (13) and its equivalents 
contain all of  the permissible functionality of the thermal rate of a unimolecular 
reaction, even for cases where it may not be possible to write down, by 
inspection, the appropriate form of the relaxation matrix M. 

Since we are approaching a time when measurements are yielding relaxation 
rates among states or groups of states, it may soon become possible to construct 
a table of properties (i.e. the 2j and their ranges) such as that shown in Sect. 4, 
whence the full solution to the rate problem would be at hand, including 
properties that can only be calculated through a knowledge of the eigenvector. 
This is therefore a considerable advance upon the existing situation where 
steady-state methods are commonly used to describe the competition between 
reaction and relaxation in unimolecular reaction processes. 

A c k n o w l e d g e m e n t .  This work has been supported by the Natural Sciences and Engineering Research 
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Appendix: Limiting behaviour of ~o 

In this Appendix we study the behaviour of 70 as pj --+ 0 for each j. In particular, 
we develop procedures to determine 

7 o = lim Yo 
/*o+0/A 0 
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which are similar to those for  determining 70; it will be assumed that  

/~: - - ~  v: = const,  for  all j ~> O. 
~0 ~0 ~ 0  

Let x = /%y .  As x varies over  ( -  ~ ,  #o), Y varies over  the open interval 

( -  ~ ,  1). It  is clear that  

N~o) z(~o) 
7 ° =  lim - - =  lim - -  

#o ~ 0  /20 /ao~O ,//0 

Thus  7o ° m a y  be characteristed as the fixed point  o f  4S°(y) and gO(y) where 

4sO(y) = lim 4s(x) (18) 
Po ~ 0  /tO 

and 

gO(y) = lim z(x) (19) 
,u0~0 /A0 

It  should be remarked  that  4S°(y °) = Z°(7 °) differs f rom q~;(7o)//~o = Z(7o)//to by 
terms o f  (9(/to). The functions 4sO(y) and Z°(y) are extensions o f  4so(7o) and Z°(7o °) 
respectively, as defined by Eqs. (18) and (19). This is sufficient to determine 7°o 
provided that  7 ° < 1. Since 0 ~< ~o </ to ,  we have that  0 ~< ~o ° ~< 1. In L e m m a  8 we 
improve  the upper  bound  to enable us to make  use of  Eqs. (18) and (19). The 
identity project ion on the range o f  D: will be denoted by I ~  for  each j and that  
on the range of  D by I o, i.e. I z~= ~jv= o I~.  

Lemma  8. Let 7 ° be as above. Then we have 

0 ~ 7° <~ 1 - ( S o ,  ( Io -  Ig)So) = 1 --e. 

Proof. Since 7o is the lowest eigenvalue of  (M + D), 7o/Po is the lowest eigenvalue 

of  

_1 ( M+D )  = (1 - P o )  ~ ( J j - p : )  + - - D  
~o = l #o 

Consequent ly  

1 (0, (M + D)O) Yo <~ 
~to ~to (0, O) 

with any non-zero vector  0. We have used the fact that  (1 / / to ) (M+D) is 
self-adjoint. Let 0 vary  over  the range o f  ( I o -  IoD), which, by assumpt ion,  has at 
least one non-zero vector. Fo r  each such 0, DO = 0 and Jj0 = pjO = 0 for  j = 1, 
2 . . . .  , N. Hence 

(0, po 0) ?o ~ min (0, ( 1 - po)O) ~ 1 - max  = 1 - 3 
m 0 (0 ,0)  0 (0 ,0)  
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where min and max are taken as 0 varies over the range o f  (Io - Io°). It  is clear 
that  

(0, (Io - Ig)po(Io - Ig)O) 
= max 

o (0, 0) 

and hence 6 is the largest eigenvalue of  

(Io - I g ) p o ( I o  - Ig) 
(Io - Ig)po(Io - I g )  = E = cq. 

£ 

Since q is an orthoproject ion,  it has precisely two eigenvalues, namely zero and 
one. Hence 6 = e. The result follows by taking the limit as /% ~ 0 and observing 
that  E is independent  of/~o. 

It will be shown that  q~O(y) and )~O(y) are determined by the limits o f  
Dja°(#oy), #oG°(#oy)/j and 6j(/~oY) for each j as # o ~ 0  which we determine in 
Lemma 9. 

Lemma 9. Let the symbols be as above and y in ( -  oo, 1). Then 

(i) lira D / r  ° (#oY) = I~,  j = 0, 1 , . . . ,  N; 
,u0--* 0 

(ii) lira #o ~° (#oy)/j - (Ij) - / j )  uo -+o j , j = 0, 1 . . . . .  N; 
y - - ~ v k  

k = O  

(iii) 4°+ ~(y) = lim ~j+ l(#oY) 
,uo~O 

[ N - j - - I N - j ] S o ) ° ( I  ) j = O ,  1 . . . .  N; vu_j (So, I D 1 
~ _ ~  + / 3 j + ,  OO-(y) , , 

= 1 IIJN__,SolI= Y - -  E v~ 
k = O  

where 

/3°+ = lim /~j+' # N - j  [[JN-j+,So[I z 1 = - -  j =  1, , N ;  
.o+O ~, . N _ , + ,  IIJN_,Soll 2 . . . .  

with /3o being arbitrary and gl°(y) = 1. 

Remark. It will be convenient  to set/3o 0 or to determine ~o = qj+ 1 (Y) recursively 
starting with 7/°(y) rather  than t~o°(y). 

Proof. (i) It follows from Lemma 7 that  

Dj~° ( m y )  = (Dj --  #oY + ~ j ) - ' D + .  

Since PoY and )'s tend to zero with #o, and Dj is invertible on its range, we have 

lim D/a°(#oy) = I~. 
, u0~0  

(ii) Again, from the definition 

l ,o~°(my)/+ = #o(D+ - F,oy + ~j) %.  



Multi-exponential unimolecular rate formulae 81 

By the same argument as in (i) 

#o(Dj - #oY + 2J) - ' I ~  , 0. 
# O ~ 0  

Consequently 

lira #oa°(#oy)Ij  = lim #o 
~,,+o ~,o~O #0Y - 2j 

(i~ - 6 )  
- - ( C  - / J )  - j 

y - ~  vk 
k = O  

1 (iv) z°(y) = y + 1. 
1 --  O ° u + , ( y  ) 

Here O°u+ , (y )  is as in Lemma 9(iii). 

Proof  
(i) Follows from Proposition l(iii) and Lemma 9(i). 
(ii) Both of the equalities follow from Theorem 3 and Lemma 9(i). 
(iii) Follows from Theorem 2 and Eq. (18). 
(iv) Follows from Theorem 2 and Eq. (19). 

Instead of deriving expressions for ~0(y) and g°(y) in Theorem 4, one may 
obtain ~°(yo° ) and Z°(~,o°). The extensions ~0(y) and Z°(y) are then obtained by 

(iii) From (l 1), we have 

~ , + . ( y )  = l + ~ a + ' .  .,  , ~ , .  IIJN_,Soll =,o~o 
lim (IN_jSo, #o~°_ j (#oy)  So). 

The result follows from (ii). Values for//o and qo are specified to include 0 ° in 
the range of the definition. 

Lemma 9 contains sufficient information to derive defining equations for 
q~O(y) and Z°(y), which we do in Theorem 4. 

T h e o r e m  4. Let the symbols be as above. Then 

ilgSolt 2 
( i )  6 ° ( y )  = ~ j , 

j=o I]  '~°-k+,(y) 
k = l  

(ii) 6O(y) = ¢ o +1 (Y) 

where 

0 
. , ,  ,~ , , 2 -  CJ (Y) ¢o+,(y) =,o~olim ~+,(#oy) = H'N-j~oll ± ~  

=Hi~v_jSoH 2+ {O(y) , j = 0 ,  1 . . . . .  N; 
~o [ o 

1 -  ~ ilJ,,-,+,Soll2- cJ (y)] 

with/~o = lim~,o~O (ftj/#o) and JN + 1 = O, 4 ° = O. 

(iii) q~O(y) = 1 - (1 - y ) ( 1  - ~°N +~ ( y ) )  = y + (1 - - y ) ~ O  +1 ( y ) ,  
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replacing 7 o on the right-hand side by y. The result is the same as given in 
Theorem 4. 

Let 0 ~< Xo ~< 7o and Yo = limuo~O (Xo/l~o). Then since 

< q~(Xo) < 7o < Z(Xo___), X o 

#o #o #o #o 

we have 

Yo ~< ~°(Yo) ~< 7 ° ~< Z°(Yo) • (20) 

Conversely, with Yo ~< 7% one may obtain Xo(#o) such that Yo = lim~o-O (Xo/#o) 
and 0 ~< Xo ~< 7o in a small neighbourhood of  #o = 0. Hence (20) holds for an 
arbitrary Yo ~< 7 o. Thus Theorem 4 provides procedures to produce lower and 
upper bounds to 7 °. However, the convergence of the iterative procedure, which 
is similar to that of Lemma 3, is not obvious. Properties of  qo (y) obtained in 
Lemma 10 and Lemma 11 will be sufficient to deduce this and some other results. 

Lemma 10. With ~°(7° ) as in Lemma 9(iii), we have 

~0 0 0 ...< qj (7o) -..< 1, j = 0 ,  1 . . . . .  (N + 1). 

Proof. The result follows from the definition if 

0 --.< 0j (7o) ~.< 1, j = 0 ,  1 , . . . , ( N +  1), 

which we show below. 
Values of qo(Yo) and ON+l(7O) are exactly known, equal to one and zero 

respectively. Thus one may restrict j = 1, 2 . . . . .  N. By definition 

tlj(7o) = (¢j, B f l l ( 7o )¢ j ) ,  j = 1, 2 . . . . .  N; 

and Bj_ 1 > 0  from Lemma 6, since 7o < #o. Hence rb(7o ) >i 0 implying that 
fifty ~> O, i.e. Oj(7o) ~< 1. 

It is straightforward to check that 

[IJN-j+, So11%(7o) = (JN-,+ ,So, [1 - ~ _ , +  , (]-~N-j+ 1 -Jv Q)-1]JN_j+ 180) 

where 

j - - 1  

Q = # o - 7 o + D +  ~ I~N--k+I(JN--k+I--PN k+, )  
k = l  

N 

+ E 'UN--k+IJN-k+I ~0" 
k = j +  1 

Hence 

IlJ,, j+ lSo11%(7o) = ( & - j +  ,So, Q ' /=0,N-j+,  + Q)-IQ'/2JN-j+ ,So) >i o, 

i.e. Oj(7o) >~ 0. 

Remark. Whilst the lower bound on F/° is zero, it will not be reached whenever 
it appears in a denominator, for all such quantities are well-defined. 
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Lemma 11. Let  4°+  l (y )  be defined in Lemma 9(iii) for  y in ( - ~ ,  1); then 

d Zy4°+, (y) 40. 

Proof  The result will be established if (d /dy)4°(y)  <<. 0 f o r j  = 0, 1 . . . . .  (N + 1). 
This is clearly true for j = 0. Let it be true for some j. It follows from Lemma 
9(iii) that 

d o 1 d 4o (y)  + •N--j (So, [I~¢_j -- I N_j]So) 
--" 2 4 0  

D for flj+° , >>. O, VN_j >/0 and I N _ j  -~. I N _  j .  The result follows by induction. 
Non-negativity and monotonicity of 4°(y) imply the same for G°(y) and 

hence for 4S°(y): 

Lemma 12. Let  q~O(y) be as in Theorem 4, then for  each y < 1, 

ddp °( y ) (i) q~O(y)>/0 (ii) - - ~ > 0 .  
dy 

Proof  Consider the representation of ~O(y) given in Theorem 4(ii). It will be 
sufficient to prove the result for G ° (y) for each j. 
(i) F o r j  = 0, it is clearly true. Let G°(y)/> 0 for somej.  Then G°+ I(Y) 1> 0 from 
Lemma 10. By induction G°(y) >/0 for each j. 
(ii) Again, for j = 0 the result is true. Assume it to hold for some j. Then 

d~°+l (y) _ 1 de ° (y) G° (Y) d4° (Y)/> 0 
dy 4 ° (y)  dy (tTo (y))2 dy 

as a consequence of (i) and Lemma 11. 
Lemma 12 provides a procedure to approximate 7 ° from below. 

Corollary 1. Let  Yo <<. 7° and Ym + l = qSO( Ym), m = O, 1 . . . . .  ; then 
Ym T ,~o ~ zO(ym).  

Proof  In view of Lemma 12, the result follows by the same argument as used to 
deduce the result of Lemma 3. Use is also made of (20). 

In view of Corollary 1, converging lower and upper bounds to 70 ° may be 
produced iteratively starting with some Yo 4 ~o. A convenient value ofyo is equal 
to zero. Although gS(0) and X(0) provide satisfactory bounds to 70, t~°(0) and 
Z°(0) are not expected to be that close. More satisfactory values will be obtained 
by using the lower bound of Corollary 2 instead of zero. 

Corollary 2. With 7 ° and I~  as above, we have 

II/ Sol12 4 1 - e  

with c > O. 
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Proof .  The upper  bound  was established in Lemma 8. The lower bound  follows 
f rom Theorem 4(i), Eq. (18) and Lemma 10 as they imply that  

J 
0~< l--I ~ ° - k + ~ ( 7 ° ) ~ < l  for  j = 0 ,  1 . . . . .  N. 

In  view of  Corol lary 1 and Corol lary 2 we have 

Proposition 2. With  the symbol s  as above 

o ~< ~°(o) ~< ~o( ii/DSo Ii 2) ~< 7o ~< zo( iiiDSo ii 2) ~< zo(o). 

Proof .  The fact that  0~<q~°(0) follows form the non-negativity o f  q~(x); 
4°(0)  ~< 4°(  IlI°So II 2) ~< 7 ° follows f rom Lemma 11, Corol lary 2 and the fact that  
qY°(7° ) = 7  °. The inequality 7o~zo(11/~So112) follows f rom (19) by setting 
yo = III~So II 2. The last inequality is obtained exactly as in (19) using the fact that  
Z(x) is a non-increasing function on ( -  ~ ,  #o). 

For  some special cases, 7 0 m a y  be obtained exactly: 

Corollary 3. L e t  I ~  = Ij f o r  j = 1, 2 . . . . .  N ;  then 

70 = IIi~Soll 2 
Proof. Under  the assumption,  one has that  

1 ° = 1 - (Io - t g )  

and the result follows f rom Corol lary 2. 
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